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Assumptions: $\left\|x_{i}-y\right\|_{2} \leq \Delta$, for all $i \in\{1, \ldots, n\}$.
Server's Goal: Estimate Sample Mean $\bar{x}:=\frac{1}{n} \sum_{i=1}^{n} x_{i}$.
Each client can send only $r$ bits.
Two settings:

1. The known setting, where $\Delta$ is known to everyone;
2. The unknown setting, where $\Delta$ is unknown to everyone.
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## Main Results:

1. In the known $\Delta$ setting, $M S E \approx \Theta\left(\Delta^{2} \cdot \frac{d}{n r}\right)$.
2. In the unknown $\Delta$ setting, $M S E \approx O\left(\Delta \cdot \frac{d}{n r}\right)$.
3. Our algorithms are nearly linear time.
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